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ABSTRACT

Pure feedback and pure open-loop feedforward helicopter pilot models are currently applied for predicting the performance of pilot-helicopter systems. We argue that feedback models are likely to underestimate performance in many realistic helicopter maneuvers, whereas inverse simulation models, which have an open-loop feedforward structure, are likely to overestimate performance as they neglect typical human-in-the-loop characteristics. True verification of feedback and feedforward elements in helicopter pilot control behavior was never performed, however. This paper proposes a pilot model containing a feedback and feedforward controller acting simultaneously and presents a method to identify the hypothesized feedforward action from human-in-the-loop data collected in a simulator experiment. The results of the human-in-the-loop experiment show that actual human performance is better than predicted by a pure feedback model and worse than predicted by an (inverse dynamics) feedforward model. The identification results suggest that the human pilot indeed utilizes feedforward strategies, but it was not possible to either confirm or refute the model by means of the collected data and the developed analysis method.

INTRODUCTION

A mathematical model of helicopter pilots’ manual control behavior is useful for offline simulations to evaluate and quantify pilot-helicopter system performance early in the design stage. Different types of pilot models are used for different applications, such as shipboard operations (Refs. 1, 2) and ADS-33 certification maneuvers (Refs. 3, 4).

The pilot models described for such applications in literature differ mainly in whether they have a feedback or an open-loop feedforward structure. In this paper, we define a feedback controller as a controller that operates on the error between the commanded flight path and the current output of the helicopter. An open-loop feedforward controller is defined as a controller that takes the commanded flight path as the sole input and generates the appropriate control signal to steer the helicopter along this reference trajectory.

In control systems, feedback is necessary for stability and will provide a basic level of performance. The performance can be improved by adding a feedforward path, where the optimal feedforward controller is equal to the inverse of the system dynamics. We hypothesize that the human pilot makes use of similar feedforward control strategies for certain helicopter maneuvering tasks to significantly improve his performance. This paper will investigate this hypothesis by developing a method to objectively identify human control behavior from actual human-in-the-loop measurements. Additionally, this paper will investigate the consequences of including a feedforward path in a pilot model for offline simulations used to quantify pilot-helicopter system performance.

Feedback pilot models are usually based on the Crossover model of McRuer et. al (Refs. 5, 6), the Structural Model of Hess (Refs. 1, 7) or the Optimal Control Model of Kleinman et. al (Refs. 2, 8). Such models are usually straightforward to implement and are based on objective measurements of human control behavior. It is, however, important to note that these feedback models were intended to describe pilot dynamics in tracking tasks with quasi-random target or disturbance signals that appear unpredictable to the human (Refs. 6–8).

In real helicopter flight, however, the pilot is not tracking an erratic reference path, but performs goal-directed maneuvers such as forward flight, turns and climbs, hover pedal turns, bob-up maneuvers and longitudinal and lateral repositions. The feedback models do not take the cognitive capabilities of the human that play an important role during such maneuvers into account, such as his ability to acquire an internal model of the system dynamics through learning, to make predictions on the future course of the target and to use memorized knowledge. One might therefore expect that purely feedback models underestimate the performance of the pilot-helicopter system for realistic maneuvers.
The open-loop feedforward pilot models that are sometimes used in helicopter applications are usually described in inverse simulation problems (Refs. 3, 4, 9–11). In inverse simulations, a desired flight trajectory and the ‘forward’ helicopter equations of motion are given, from which the corresponding control signal is calculated, usually done by numerically inverting the helicopter dynamics. Although the inverse solution might resemble the complex cognitive abilities of the human pilot better than a pure feedback model, it does not, in its most basic form, explicitly consider any human-in-the-loop effects. As such, it might not be representative for what the pilot-helicopter system can do, because 1) the pilot does not know or cannot execute the optimal control signal, 2) the pilot needs to leave margin to structural load limits, 3) the pilot will also have to cope with unpredictable external disturbances, and 4) because the pilot is unwilling or is trained not to perform extreme maneuvers in certain flight conditions, e.g. close to the ground (Ref. 9). Therefore, inverse simulation models are likely to overestimate the performance of the pilot-helicopter system for realistic maneuvers.

Several authors have addressed the problem of overestimation by the inverse simulation approach and proposed alternative model structures that model intrinsic limitations of the pilot (Refs. 4, 10, 11) and performed human-in-the-loop experiments to compare the inverse simulation result to human data (Ref. 9). Still, none of the previous works have considered the possibility that the human pilot might operate a feedback loop and a feedforward path simultaneously and neither did they attempt to objectively measure pilot control behavior, for example through system identification techniques, to validate their proposed model. As such, a pilot model for realistic helicopter tasks, taking into account both feedback and feedforward control behavior, based on human-in-the-loop measurements does not exist.

It is the objective of this paper to develop a helicopter pilot model that takes both feedback and feedforward control behavior into account and to 1) show the difference in performance between a pilot model with and without an inverse system dynamics feedforward path and 2) to identify from experimental data whether or not the human pilot employs such feedforward control techniques. We hypothesize that 1) the difference in performance between the two approaches is large in a realistic control task and that 2) evidence of feedforward behavior can be identified from experimental data.

System identification methods that can be used to identify human control behavior require the control task to be a tracking task, where the human pilot is required to accurately follow an explicitly presented target object or marker. Within the wide range of realistic helicopter maneuvers, only few will require such accurate control. We argue, however, that ADS-33 certification tasks generally require highly accurate control, such that they can be represented as tracking tasks and induce very similar control behavior in the human pilots. Therefore, this paper will study the hypotheses by means of a tracking task resembling an ADS-33 lateral reposition maneuver (Ref. 12).

The paper is structured as follows. First, we introduce the ADS-33 lateral reposition maneuver and investigate from a control theoretical perspective what control dynamics can be expected to play a role in this control task. Then, we perform simulations to investigate the performance effect of a feedforward element, after which we investigate to what extent it is possible to identify from measured data whether the human pilot is using feedforward strategies. After describing the human-in-the-loop experiment and its results, the paper will end with a discussion and conclusions.

**ADS-33 LATERAL REPOSITION TASK**

This paper studies pilot control dynamics in a tracking task that resembles the ADS-33 lateral reposition task. This task is intended to check the roll and heave axis handling qualities during moderately aggressive maneuvering. The task consists of accelerating laterally from a stabilized hover at 35 ft wheel height up to a lateral ground speed of approximately 35 knots followed by a deceleration to laterally reposition the rotorcraft in a stabilized hover 400 ft down the course (Ref. 12).

A reference trajectory (or: target signal) was constructed which meets the Good Visual Conditions (GVE) desired performance requirements for cargo/utility rotorcraft, i.e. to complete the maneuver within 18 seconds, see Fig. 1. Directly after performing one lateral reposition to the right (positive \( \dot{f}_t \)) an identical reposition to the left is to be made. The green lines mark the start and end of the two lateral repositions which by themselves take exactly 15 seconds. This is 3 seconds shorter than the requirement of 18 seconds to account for the time the pilot needs to acquire a stable hover. The target signal presented in Fig. 1 is used throughout all simulations in this paper, as well as in the human-in-the-loop experiment.

![Fig. 1. The lateral target signal \( f_t \) and its time derivatives.](image-url)
We will only consider the roll and lateral dynamics of the helicopter, such that the other performance requirements relating to longitudinal, vertical and heading motion do not play a role in our analysis.

MODEL OF PILOT CONTROL DYNAMICS

In this section we study the task of the pilot during the ADS-33 lateral reposition from a control theoretical perspective, but constrain the model to the physiological abilities of the human pilot. That is, the model will not make use of signals that can not be perceived by the human senses and will contain a model of the neuromuscular system. The primary senses of the pilot are vision and the vestibular system; the contribution of both will be discussed next.

A schematic representation of the out-of-the-window visuals during the task is given in Fig. 2, which shows that four ‘fundamental’ signals can be perceived directly from the display: the lateral target signal \( f_t \), the helicopter roll angle \( \phi \), the helicopter lateral position \( y \) and the lateral tracking error \( e_y = f_t - y \). We assume that all linear and rotational velocities \( f_t, \dot{e}_y, \ddot{y} \) and \( \phi \) can also be perceived by means of the visual system, but that accelerations can not be perceived visually (Ref. 13). Visual perception is usually associated with considerable time delays, typically 0.1 to 0.3 seconds (Ref. 6).

We assume the vestibular system to be able to perceive linear accelerations \( \dot{y} \) and rotational velocities \( \phi \) (Ref. 14). Typical time delays associated with the vestibular system, measured in closed loop control tasks, are 0.2 seconds (Ref. 15).

Finally, an important feature of the target signal is that it is identical throughout the entire experiment which enables the human pilot to learn and memorize its relevant features and use these for more effective control (Ref. 16).

Control scheme

A schematic block diagram of the lateral reposition task and the proposed pilot control model is given in Fig. 3. The blocks contained within the dashed box are internal to the pilot, the blocks \( C_{\phi}(s) \) and \( C_y(s) \) represent the roll and lateral dynamics of the helicopter, respectively. For the simplified helicopter model considered in this paper, these dynamics are given as:

\[
C_{\phi}(s) = \frac{K_{c\phi}}{s}, \quad \text{with } K_{c\phi} = 1.2 \tag{1}
\]

\[
C_y(s) = \frac{K_{c\phi}}{s^2}, \quad \text{with } K_{c\phi} = 9.81 \tag{2}
\]

Signal \( f_{db} \) is a disturbance signal and models the presence of turbulence.

We assume a serial model structure (rather than a parallel model structure) in which the pilot first closes and stabilizes the inner (roll) loop and then the outer (lateral position) loop. For both the roll and the lateral loop we consider three pilot control elements: one feedforward path, one error feedback element and one feedback element responding to the respective output signal of the helicopter. Both the inner and the outer loop have an individual feedforward element, as opposed to one feedforward element taking \( f_t \) as input and giving an output directly to \( \alpha \). This is necessary to prevent the roll loop feedback element \( H_{\phi}(s) \) to ‘fight’ (and thereby cancel) the inputs of such a feedforward element.

Roll loop feedback

The roll loop contains the helicopter roll dynamics and all the inner loop pilot control elements, see Fig. 4. The roll target signal \( \phi_t \) is not a measurable signal because it is internal to the pilot and thus \( \phi_t \) is also not measurable. Therefore, the feedforward element \( H_{\phi}(s) \) and the error feedback element \( H_{\phi}(s) \) respond to internal signals. The state feedback element \( H_{\phi}(s) \) is the only element responding to a signal that is directly measurable and perceivable.

The dynamics of the neuromuscular system and the control manipulator are described by \( H_{nms}(s) \) and are commonly modeled as a second-order system,

\[
H_{nms}(s) = \frac{\alpha_{nms}^2}{s^2 + 2\zeta_{nms}\omega_{nms}s + \omega_{nms}^2} \tag{3}
\]

with natural frequency \( \omega_{nms} = 12 \text{ rad/s} \) and damping ratio \( \zeta_{nms} = 0.2 \) (Ref. 17).
The stability and disturbance-rejection properties of the roll loop are determined by \( H_{\phi} \) and \( H_{\theta} \). The dynamics of \( H_{\phi} \) necessary to achieve stability will depend on the content of \( H_{\theta} \) and vice versa. In general, the primary use of ‘state feedback’ elements, such as \( H_{\phi} \), are to stabilize the system dynamics and to improve the disturbance rejection performance of the controller.

For the single integrator roll dynamics one can derive that choosing a gain for \( H_{\phi} \) will improve the disturbance rejection performance of the controller, but will simultaneously worsen the target-tracking performance. The decrease in target-tracking performance is especially large due to the considerable time delay that is present in the state feedback generated by the human pilot (Ref. 15). In this task the overall task performance is primarily determined by the controllers target-tracking performance, because disturbances will be relatively small compared to the size of the maneuver itself. Therefore, we assume the contribution of the state feedback to be negligibly small and thus assume \( H_{\phi}(s) \) to be equal to zero.

For single integrator dynamics we can model the error feedback path \( H_{\phi} \) as a gain and a time delay, based on the Crossover Model (Ref. 6).

\[
H_{\phi}(s) = K_{\phi} e^{-\tau_{\phi} s}
\]

A typical value of \( K_{\phi} \) is 2.5, such that the crossover frequency of the inner loop is equal to 3.0 rad/s. A typical value for the time delay \( \tau_{\phi} \) for single integrator dynamics is 0.25 seconds (Ref. 18).

Roll loop feedforward If we assume the internal signal \( \phi_0 \) to be known to the pilot and of predictable nature, we expect the pilot to perform a feedforward operation on \( \phi_0 \) based on the results of Ref. 18. Ref. 18 investigated feedforward control strategies in a single-loop pitch-axis tracking task with predictable target signals and found that feedforward control behavior similar to inverse system dynamics can readily be identified from experimental data. As can be verified from Fig. 3, the ideal feedforward dynamics \( H_{\phi_0} \) are equal to the inverse system dynamics: (Ref. 19)

\[
H_{\phi_0}(s) = \frac{u(s)}{\phi(s)} = \frac{1}{C_{\phi}(s)} \Rightarrow u(s) = \frac{1}{C_{\phi}(s)} \phi(s).
\]

The system output \( \phi \) is then found to be:

\[
\phi(s) = C_{\phi}(s) \cdot u(s) = C_{\phi}(s) \cdot \frac{1}{C_{\phi}(s)} \cdot \phi(s) = \phi(s).
\]

That is, output \( \phi \) is exactly equal to the target signal \( \phi_0 \), yielding zero tracking error. We thus assume the inverse of the helicopter roll dynamics for \( H_{\phi} \), see Eq. 7.

\[
H_{\phi}(s) = K_{\phi} \frac{1}{C_{\phi}(s)} = K_{\phi} \frac{s}{1 + 1.2}
\]

Gain \( K_{\phi} \) is added to be able to tune the amount of feedforward action. For optimal performance \( K_{\phi} = 1 \); for no feedforward contribution \( K_{\phi} = 0 \).

**Lateral loop feedback** The outer loop commands roll angles (\( \phi_i \)) to the inner loop and thereby controls the lateral dynamics of the helicopter, see Fig. 5. In Fig. 5, the inner-loop pilot dynamics and helicopter dynamics are represented simply by the block ‘\( \phi \)-loop’. If we assume the roll loop to be well-tuned, we can approximate it as a gain close to unity and thereby simplify the analysis of the lateral loop below. The stability of the controller is determined by \( H_{\theta} \) and \( H_{\phi} \), and their dynamics mutually depend on each other.

One can derive that rate feedback is the most effective form of state-feedback for the outer loop, i.e. \( H_{\phi}(s) = K_{\phi} s e^{-\tau_{\phi} s} \). However, as also discussed for the roll loop, the state feedback only improves the disturbance-rejection performance of the pilot-helicopter system, but worsens the target-tracking performance. Since this task primarily relies on target-tracking performance, we expect that the contribution of the state-feedback is only small and therefore we will neglect it in the remainder of the paper. Hence, we assume \( H_{\phi}(s) = 0 \).

Based on the Crossover Model of McRuer et. al (Ref. 6) we expect the error feedback element \( H_{\phi_0} \) to be a gain at low frequencies and a lead at higher frequencies:

\[
H_{\phi_0}(s) = K_{\phi_0} (T_{\phi_0} s + 1) e^{-\tau_{\phi_0} s}
\]

Typically, the outer loop crossover frequency is approximately one third of the inner loop crossover frequency (Ref. 1), but since we are considering an aggressive maneuver we will choose model parameters that lead to slightly better performance. That is, we choose \( K_{\phi_0} = 0.15 \) and \( T_{\phi_0} = 1 \) seconds such that the outer loop crossover frequency is approximately 1.5 rad/s. Furthermore, we set the outer loop time delay \( \tau_{\phi_0} \) to 0.1 seconds, such that the total feedback time delay (including the roll feedback delay of 0.25 s) becomes 0.35 seconds.
**Lateral loop feedforward** Similar to the roll loop, we hypothesize that the pilot performs a feedforward operation to improve the tracking performance. For optimal performance the feedforward element $H_L$ should be equal to the inverse of the lateral dynamics:

$$H_L = K_t \frac{1}{C_y(s)} = K_t \frac{s^2}{9.81} \quad (9)$$

The gain $K_t$ was added such that the contribution of the feedforward path can be tuned.

**Model development conclusions**

In the previous section a pilot model was developed for a roll-lateral helicopter control task, assuming the helicopter dynamics as defined in Eqs. 1 and 2. The model was developed from a control theoretical perspective, but the possible model elements were constrained to respond to signals that are perceivable by the human pilot. The important conclusions and findings are 1) that concerning the roll-loop feedback elements the likely form of $H_{r\phi}$ is a gain and a time delay, 2) that concerning the lateral-loop feedback elements the likely form of $H_{l\phi}$ is a gain at low frequencies and a lead at higher frequencies, 3) that these two findings result in identical controller dynamics for $H_{r\phi}$ and $H_{l\phi}$, as were proposed by McRuer *et. al* for steady-state compensatory tracking (Ref. 6).

Furthermore, the objective of this paper can now be formulated more precisely by means of Fig. 3, i.e., it is our objective to 1) investigate the difference in performance between a model containing $H_{r\phi}$ and $H_{l\phi}$, and a model without these elements, and 2) to identify from experimental data whether or not the human pilot indeed performs feedforward control behavior similar to inverse system dynamics for $H_{r\phi}$ and $H_{l\phi}$.

**PERFORMANCE SIMULATIONS**

This section addresses the first objective of this paper, that is, to investigate the difference in performance between purely feedback behavior and a combination of feedback and feedforward behavior. Simulations are performed using the model developed in the previous section and performance is measured by the maximum value of the lateral tracking error $e_l$ occurring at any time during the simulation.

The performance of a controller depends on its target-tracking performance and its disturbance-rejection performance, which are two separate qualities. For a purely feedback controller a trade-off between the two qualities has to be found. However, a controller containing feedforward can use its feedforward path for target tracking and use the feedback loop to cope with the disturbances. As such, the usefulness of a feedforward element will depend on the presence, and strength, of disturbances such as turbulence. For small to moderate disturbances, the feedforward element will have a considerable contribution to the tracking performance. However, for large disturbances, the overall performance of the controller is largely determined by its disturbance-rejection performance and thus the contribution of the feedforward element is only small.

Because the usefulness of the feedforward element is dependent on the strength of the disturbance signal, the simulations were performed as a function of the standard deviation of disturbance signal $\sigma_{d_{\phi}}$, which disturbs the roll angle directly, see Fig. 3, and is identical to the disturbance signal described in the Experiment section. The pilot model parameter values as used during the simulations are given in Table 1. Four different settings of the pilot model are defined, being a pure feedback model (FB), a model containing feedback and roll feedforward (RFF), a model containing feedback and lateral feedforward (LFF) and a model containing feedback and both roll and lateral feedforward (RLFF).

![Fig. 6. Tracking performance as a function of the roll disturbance signal magnitude.](image)

Fig. 6 shows the maximum tracking error for four different settings of the pilot model as a function of the standard deviation of the disturbance signal $\sigma_{d_{\phi}}$. Note that the maximum lateral error is plotted on a logarithmic scale. The differences are, as expected, largest for small to moderate disturbances. Roll feedforward by itself (RFF model) improves the performance only marginally compared to the purely feedback case (FB model), but the sole addition of lateral feedforward (LFF model) greatly improves performance. Obviously, the best performance for small to moderate disturbances is obtained by the model containing both roll and lateral feedforward (RLFF model). For larger disturbances the differences are very small, but feedforward still improves the performance (especially roll feedforward).

For a disturbance signal with a standard deviation of 4 deg, which falls within the range of what can be argued to be realistic disturbance magnitudes, the maximum lateral tracking error of the FB model is in the order of 3 m. The RLFF model, containing both roll and lateral feedforward, has a maximum error of only 0.26 m, which is one order of magnitude smaller. This shows the importance of a proper pilot model, if it were to be used for a simulation early in the design phase to determine the roll lateral performance of the helicopter in an absolute sense.
Table 1. Four model parameters sets used in simulations throughout this paper.

<table>
<thead>
<tr>
<th>Element</th>
<th>Feedback, FB</th>
<th>Roll Feedforward, RFF</th>
<th>Lateral Feedforward, LFF</th>
<th>Full Feedforward, RLFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{f_s}(s) = K_{f_s} \frac{s^2}{0.81}$</td>
<td>$K_{f_s} = 0$</td>
<td>$K_{r_s} = 0$</td>
<td>$K_{l_s} = 1$</td>
<td>$K_{s_l} = 1$</td>
</tr>
<tr>
<td>$H_{e_g}(s) = K_{e_g} \frac{s}{1.2}$</td>
<td>$K_{e_g} = 0$</td>
<td>$K_{e_g} = 1$</td>
<td>$K_{e_g} = 0$</td>
<td>$K_{e_g} = 1$</td>
</tr>
<tr>
<td>$H_{e_s}(s) = K_{e_s} (T_{e_s} s + 1) e^{-\tau_{e_s}}$</td>
<td>$K_{e_s} = 0.15$, $T_{e_s} = 1$ s, $\tau_{e_s} = 0.1$ s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{e_g}(s) = K_{e_g} e^{-\tau_{e_g}}$</td>
<td>$K_{e_g} = 2.5$, $\tau_{e_g} = 0.25$ s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_s(s) = 0$, $H_\phi(s) = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IDENTIFICATION

This section addresses the second objective, that is to identify from experimental data whether the human pilot indeed employs feedforward control techniques, as hypothesized. For identification we wish to use a black box model for which no assumptions concerning the underlying dynamics of the system have to be made. More specifically, the system identification method of choice is one based on Linear Time Invariant ARX models, because such models have been used successfully for pilot control dynamics identification before (Ref. 20).

Identification approach

Ideally, we would like to find a method to identify transfer functions $H_{e_s}$ and $H_{e_g}$ directly from experimental data. In order to do so, the signal $\phi$ (see Figs. 4 and 5) would have to be measurable. However, since $\phi$ is a signal that only “exists” in the human, this is not possible. The derivation to be presented next will show it is, however, possible to collect indirect evidence for the existence of feedforward action in the human pilot. In order to do so, one will have to make two assumptions on the form of $H_{e_s}$ and $H_{e_g}$.

First, we derive the lumped transfer function from $f_t$ and $e_y$ to $u$, based on Fig. 3. We can write $u$ as a function of all the basic inputs to the ‘human controller box’:

$$ u = \left( H_{e_g} \phi_t + H_{e_g} e_y + H_{e_g} \phi \right) H_{nms} $$

with

$$ \phi_t = H_{f_s} f_t + H_{e_s} e_y + H_{y} y $$

We further note that:

$$ e_\phi = \phi_t - \phi $$

and that

$$ e_y = f_t - y = f_t - e_y $$

Substituting Eq. 11, 12 and 13 into Eq. 10, we find the following equation:

$$ u = H_{nms} (H_{e_g} + H_{e_g}) (H_{f_s} + H_{y}) f_t $$

$$ + H_{nms} (H_{e_g} + H_{e_g}) (H_{e_s} - H_{y}) e_y $$

$$ + H_{nms} (H_{e_g} - H_{e_g}) \phi $$

We further note that the following relations exist:

$$ y = \phi C_y \rightarrow \phi = y C_y^{-1} $$

Substituting Eqs. 15 and 13 into Eq. 14 results in the following equation:

$$ u = H_{nms} \left( (H_{e_g} + H_{e_g}) (H_{f_s} + H_{y}) + (H_{e} - H_{e_g}) C_y^{-1} \right) f_t $$

$$ + H_{nms} \left( (H_{e_g} + H_{e_g}) (H_{e_s} - H_{y}) - (H_{e} - H_{e_g}) C_y^{-1} \right) e_y $$

(16)

When using an LTI ARX model using input signals $f_t$ and $e_y$ and output signal $u$ one will obtain the following two ‘lumped’ transfer function estimates:

$$ Y_{f_t} = \left( (H_{e_g} + H_{e_g}) (H_{f_s} + H_{y}) + (H_{e} - H_{e_g}) C_y^{-1} \right) H_{nms} $$

$$ Y_{e_y} = \left( (H_{e_g} + H_{e_g}) (H_{e_s} - H_{y}) - (H_{e} - H_{e_g}) C_y^{-1} \right) H_{nms} $$

(17)

That is, the ARX method estimates the parameters of the ARX model given in Eq. 18 in a least-squares fashion, from which the estimates $Y_{f_t} = B_{f_t}(q)/A(q)$ and $Y_{e_y} = B_{e_y}(q)/A(q)$ are obtained.

$$ A(q) u(t) = B_{f_t}(q) f_t(t) + B_{e_y}(q) e_y(t) + \varepsilon(t) $$

(18)

In Eq. 18 the parameters $A(q)$ and $B(q)$ are polynomials of order $n_u$ and $n_b$, respectively, and $\varepsilon$ the modeling residual. Fig. 7 is a schematic representation of the ARX model.

From observing Eq. 17, one can see why it is not possible to directly obtain estimates for $H_{e_s}$ and $H_{e_g}$: there are seven unknowns (all transfer functions indicated with “$H$”) and only two equations. We therefore look for possibilities to isolate
the pilot input signals. We observe the results for simulations free of human remnant first.

Fig. 8 (next page) shows a Bode plot of the theoretical dynamics of \( Y_{f_t+e_t} \), and those estimated from the simulated signals, for all four settings of the model. At frequencies lower than approximately 7 rad/s, the dynamics of \( H_{t}, H_{\phi}, H_{e}, \) and \( H_{e_\phi} \) determine the dynamics of \( Y_{f_t+e_t} \). At higher frequencies, a peak in the magnitude is seen due to the neuromuscular dynamics, \( H_{nms} \). Two important observations can be made concerning the dynamics at frequencies lower than 7 rad/s.

First, one can see that the \( Y_{f_t+e_t} \) transfer function is markedly different for the four different model settings. For the FB model \( Y_{f_t+e_t} \) is a single differentiator above 0.7 rad/s. The corresponding phase is determined largely by the lead term in \( H_{e_\phi} \) and the time delay in \( H_{e_\phi} \). The phase rises slightly above 0 deg around 2 rad/s, but then rapidly falls off due to the time delay.

On the other hand, the \( Y_{f_t+e_t} \) transfer function of the models that contain one or two feedforward paths have a much steeper magnitude slope, and more phase lead compared to the FB model. The effect of lateral feedforward is clear for frequencies above 1 rad/s, both in magnitude and in phase, as can be seen from comparing the LFF model to the FB model and the RLFF model to the RFF model. The effect of roll feedforward (compare RFF to FB) is less clear, and only affects the magnitude and phase above 5 rad/s. The effect of the two feedforward paths on the \( Y_{f_t+e_t} \) transfer function compared to the FB model is a steeper magnitude slope and a more positive phase. It is important to note that the absolute magnitude and phase values depend on the chosen model parameter values, but that the differences between the different models remain the same.

The second observation to be made from Fig. 8 is that the estimates of the \( Y_{f_t+e_t} \) transfer function estimated from simulated data with our proposed identification method are almost identical to the corresponding theoretical solutions. This shows that the ARX method is very successful in estimating the underlying dynamics for a noise free simulation and also serves as a check on the derivations made earlier in this section.

Obviously, the data to be measured in a human-in-the-loop experiment will contain human remnant and therefore simulations including simulated human remnant were also performed. The simulated remnant is obtained by filtering a white noise signal with a third-order low-pass filter and adding this signal to the control signal \( u \) during the simulation. The white noise filter is defined as in Eq. 20, with \( \omega_n = 12.7 \) rad/s and \( \zeta_n = 0.26 \), based on Ref. 17.

\[
H_n(s) = \frac{K_n \omega_n^3}{(s^2 + 2\zeta_n \omega_n s + \omega_n^2)(s + \omega_n)}
\]  

(20)

The gain \( K_n \) was set to 0.2, such that the variance of the remnant signal was approximately 15% of the variance of the total control signal \( u \).

Fig. 9 shows the estimated \( Y_{f_t+e_t} \) transfer function of 20 individual simulations with simulated remnant for each of the

---

**Fig. 7. Schematic representation of the ARX model with two input signals and one output signal and the two transfer functions the model will estimate.**

**Fig. 9 shows the estimated \( Y_{f_t+e_t} \) transfer function of 20 individual simulations with simulated remnant for each of the**

---

\[
Y_{f_t} = \frac{B_f(q)}{A(q)} \quad Y_e = \frac{B_e(q)}{A(q)}
\]  

\[
\begin{align*}
Y_{f_t+e_t} &= Y_{f_t} + Y_e = (H_\phi + H_\phi)(H_{t} + H_{e_\phi})H_{nms} \\
\end{align*}
\]  

(19)

By adding \( Y_{f_t} \) and \( Y_e \), together we eliminate the contribution of state feedback elements \( H_{\phi} \) and \( H_{e_\phi} \) such that comparable evidence for feedforward behavior in \( H_{t} \) and \( H_{e_\phi} \), by making assumptions on the dynamics of \( H_{t}, H_{e}, \) and \( H_{nms} \).

First, for the neuromuscular dynamics \( H_{nms} \) we assume the second-order model as given in Eq. 3. This model is based on experimental data and describes the inherent neuromuscular dynamics of the arm, which mainly influence pilot dynamics at frequencies above 7 rad/s. As this control task is similar to previous experiments, we assume these dynamics to be identical.

Then, we observe the form of transfer functions \( H_{t}, H_{\phi}, H_{e}, \) and \( H_{e_\phi} \) from a control theoretical perspective. The roll error feedback element \( H_{\phi} \) is most likely a gain, see Eq. 4, and the lateral error feedback element \( H_{e_\phi} \) is most likely a gain at lower frequencies and a single differentiator (or lead) at higher frequencies, see Eq. 8. The two feedforward elements \( H_{t} \) and \( H_{e_\phi} \) are in the ideal case a double and a single differentiator, respectively. Hence, if one were to compare the \( Y_{f_t+e_t} \) dynamics of a controller with and without feedforward and the aforementioned assumptions were true, distinct differences are to be seen.

The next section will elaborate on these differences and show, by means of simulation, that such differences can indeed be identified by means of LTI models.

**Verification using simulations**

The result of Eq. 19 is to be verified by means of simulations, for each of the four different parameter sets of the pilot model developed in the preceding sections of the paper, see Table 1. From the simulated signals \( f_t, e_y, \) and \( u \) we estimate \( Y_{f_t} \) and \( Y_e \) by means of an ARX model, from which \( Y_{f_t+e_t} \) can be calculated.

Simulations with and without human remnant are performed. Human remnant is defined by Ref. 6 as all non-linearities in the human and all control inputs uncorrelated to
Fig. 8. Simulated estimation of $Y_{f+e}$, compared to the analytical solution, for four different parameter sets of the feedforward gains $K_{f_y}$ and $K_{f_p}$. Without simulated remnant.

Fig. 9. Simulated estimation of $Y_{f+e}$, compared to the analytical solution, for different settings of the feedforward gains $K_{f_y}$ and $K_{f_p}$. With simulated remnant.

The figure shows that the estimated frequency responses of $Y_{f+e}$ are not exactly identical to the theoretical solutions due to the remnant, especially at higher frequencies. The important features of the $Y_{f+e}$ dynamics, that enables one to distinguish one parameter set from the other are, however, still clearly visible. That is, the models that contain either roll, lateral or both feedforward paths still have a much steeper magnitude curve at frequencies above 1 rad/s and a clearly positive phase until 10 rad/s. Hence, we conclude that despite human remnant it is possible to distinguish purely feedback control behavior from behavior that also involves feedforward control strategies.

EXPERIMENT

Method

To collect measurements of human pilots performing a lateral reposition task, a human-in-the-loop experiment was conducted.

Apparatus The experiment was performed on the MPI CyberMotion Simulator (CMS) at the Max Planck Institute for Biological Cybernetics (Ref. 21). The CMS is a motion simulator based on an anthropomorphic robot manufactured by
KUKA Roboter GmbH. Recently, two major developments on the CMS were completed such that the current design differs significantly from that described in Ref. 21. First, a completely enclosed cabin to be used as subject station was developed containing a wide field-of-view visualization system. Secondly, the entire anthropomorphic robot was placed on a 9.6 m long linear axis, allowing for a very large lateral or longitudinal motion space (depending on the robot orientation), see Fig. 10.

Fig. 10. The MPI CyberMotion Simulator on a linear axis and with the enclosed pilot station at the end of the anthropomorphic robot arm.

The roll motion was presented as pure roll motion (no washout) with a motion gain of 0.5 using the rotational joint closest to the pilot cabin (Ref. 21). The lateral motion was presented as pure lateral motion (no washout) with a motion gain of 0.06 using the linear axis, to scale down the large lateral motion (400 ft or 121.9 m) of the lateral reposition to the available lateral motion space of 9.6 m.

Subjects used the left/right axis of an electrical control loaded helicopter cyclic stick (Wittenstein Aerocontroller) to give control inputs. Subjects experienced a stiffness of 32 N rad\(^{-1}\), a damping force of 2.14 N s rad\(^{-1}\) and a mass of 0.4 N s\(^2\) rad\(^{-1}\), at the hand contact point located 35 cm above the point of rotation. The maximum lateral stick deflection was ± 17 deg, the longitudinal axis of the stick was locked. The stick gain was set to 3, such that \(u\) equaled three times the stick deflection in radians.

The visuals were generated by the game development system Unity (Ref. 22) version 4.0.0f7 and represented the ADS-33 lateral reposition setting as provided in Ref. 12, see Fig. 11. A clearly visible white circle appeared in the 3D world indicating the current lateral position of the helicopter \(y\). It was the objective of the subjects to control the helicopter such that the distance between the two circles was minimized at all times. Time delay measurements of the visual system were performed throughout the experiment and were approximately 40 ms.

Forcing functions The lateral target signal \(f_t\) was as shown in Fig. 1. The onset of each lateral reposition was made clear to the subjects by means of a timer counting down from 5 to 0 seconds. The countdown text was only visible while counting down and was placed such that it did not impair the subjects ability to maintain a stable hover, but was still clearly visible.

The roll disturbance signal \(f_{d\phi}\) was a sum-of-sinusoid signal, appearing random to the human and consisted of eleven sinusoids, as defined in Eq. 21 (in radians).

\[
f_{d\phi}(t) = K_{d\phi} \sum_{k=1}^{11} A_{\phi_k} \sin \left( \frac{2\pi}{T_m} n_{\phi_k} t + \phi_{\phi_k} \right) \tag{21}
\]

In Eq. 21, \(T_m\) designates the measurement time and is equal to 55 s. Parameters \(A_{\phi_k}, n_{\phi_k}\) and \(\phi_{\phi_k}\) are defined in Table 2. Gain \(K_{d\phi}\) scaled the magnitude of the disturbance signal and was set to 4 to obtain a disturbance signal with a standard deviation of 4 deg. The Power Spectral Density of both the lateral target signal \(f_t\) and the roll disturbance signal \(f_{d\phi}\) is given in Fig. 12, as well as a time history.

Procedure and independent measures Subjects performed the lateral reposition task until they reached a plateau in their performance. Then, 10 measurement runs were recorded for which all analyses are performed. Task performance was measured by the root-mean-square of \(e_y\) and was reported to the subjects after each trial to motivate subjects to perform as

<table>
<thead>
<tr>
<th>(k)</th>
<th>(n_{\phi_k})</th>
<th>(A_{\phi_k})</th>
<th>(\phi_{\phi_k})</th>
<th>(k)</th>
<th>(n_{\phi_k})</th>
<th>(A_{\phi_k})</th>
<th>(\phi_{\phi_k})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7</td>
<td>3.0164</td>
<td></td>
<td>7</td>
<td>31</td>
<td>0.07</td>
<td>3.0773</td>
</tr>
<tr>
<td>2</td>
<td>5.7</td>
<td>3.6567</td>
<td></td>
<td>8</td>
<td>41</td>
<td>0.07</td>
<td>2.7997</td>
</tr>
<tr>
<td>3</td>
<td>7.0</td>
<td>1.6974</td>
<td></td>
<td>9</td>
<td>53</td>
<td>0.07</td>
<td>4.0609</td>
</tr>
<tr>
<td>4</td>
<td>11.7</td>
<td>4.8099</td>
<td></td>
<td>10</td>
<td>71</td>
<td>0.07</td>
<td>4.4571</td>
</tr>
<tr>
<td>5</td>
<td>17.0</td>
<td>4.9964</td>
<td></td>
<td>11</td>
<td>87</td>
<td>0.07</td>
<td>4.7418</td>
</tr>
<tr>
<td>6</td>
<td>23.0</td>
<td>1.1742</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The variance accounted for, defined as:

\[ \text{VAF} = \left(1 - \frac{\sum_{k=0}^{N} |\hat{u}(k) - \hat{u}(k)|^2}{\sum_{k=0}^{N} u(k)^2}\right) \times 100\% \quad (22) \]

In Eq. 22, \( \hat{u} \) is the modeled and \( u \) is the measured control signal. As soon as adding one parameter causes one of the 40 ARX models to become unstable or the average VAF decreases, calculated over all 40 runs, no more free parameters are added.

**Hypotheses**

Given the resulting task performance benefit compared to pure feedback control, we hypothesize that for the lateral repositioning task considered in this paper pilots will utilize feedforward control. Furthermore, we expect that our proposed ARX identification method will show that evidence of feedforward behavior can be identified from experimental data.

**RESULTS**

**Performance measures**

Fig. 13 shows the performance of the participants as they performed the experiment runs. Fig. 13(a) shows the RMS value of the lateral position error, \( e_y \), calculated over the entire measurement window of 55 seconds for each run. Fig. 13(b) shows the maximum lateral position error at any time within the measurement window.

![Fig. 12. The power spectral density and time histories of the roll disturbance signal \( f_{d_y} \).](image)

(a) PSD of the forcing functions.

(b) Disturbance signal time trace.
small control errors that quickly led to large lateral tracking errors.

Comparing the experimental results of Fig. 13(b) with the simulation results of Fig. 6 for $K_{d_{y}} = 4 \text{ deg}$, we note that the best human performance ($\max(e_y) = 0.58 \text{ m}$ for subject 1; $0.95 \text{ m}$ for subject 2; $0.81 \text{ m}$ for subject 3; $0.76 \text{ m}$ for subject 4) is better than the performance of the purely feedback model, the FB model, ($\max(e_y) = 3.0 \text{ m}$) and worse than the RLFF model containing both feedforward paths ($\max(e_y) = 0.28 \text{ m}$).

**Time histories**

Fig. 14 shows the lateral error signals $e_y$ of the ten measurement runs of each subject and the mean of those runs. One can see that all subjects consistently lagged behind the target during the first 5 seconds after the onset of each maneuver (marked in the figure), despite being informed by the countdown exactly when the target would start moving. Subjects also consistently overshot the end position of the lateral reposition, although it was very clear from the visual scene where the target would stop moving.

**Identification**

**Free ARX model parameters** The amount of free parameters of the ARX model was increased until the average quality of fit, measured by the Variance Accounted For and calculated over all ten runs of all four subjects, decreased due to overfitting. Fig. 15 shows the VAF of each of the ten measurement runs of all four subjects and the average for an increasing amount of free parameters. The figure shows that the maximum average quality of fit was found for $n_a = 4$ and $n_b = 3$. All results presented in the remainder of this section were calculated for $n_a = 4$ and $n_b = 3$.

**ARX model fit quality** ARX models were fit to the ten measurement runs of each subject to identify the control dynamics of the human pilots, which resulted in estimates of $Y_{f_{i}}$ and $Y_{e_{i}}$. The obtained models were all stable, such that the Variance Accounted For could be calculated by Eq. 22 for each measurement run, see Fig. 16. The mean VAF of the ARX fits was between 70 and 80%, which shows that the model was successful in capturing the pilot control dynamics and suggests that the estimates of $Y_{fi}$ and $Y_{ei}$ are a good characterization of the pilot behavior.

**ARX model fits** The transfer functions $Y_{f_{i}}$ and $Y_{e_{i}}$ identified by means of the ARX method were added together to obtain $Y_{fi+ei}$, as defined in Eq. 19. Fig. 17 presents the frequency response functions of $Y_{fi+ei}$ of all ten measurement runs and the average over all ten runs, for each subject. The figure shows that $Y_{fi+ei}$ is consistent throughout all the runs for each subject. This suggests that the behavior of the subjects was constant and that the mean is a good representation of the data.

Fig. 18 shows only the $Y_{fi+ei}$ frequency response averaged over the ten measurement runs, to reduce clutter and improve clarity. Two important observations can be made from the figure.

First, the estimated dynamics are reasonably consistent across subjects, although differences exist. The magnitude of $Y_{fi+ei}$ appears to be a gain at low frequencies for all but one subject. Around 0.5 rad/s the slope of the magnitude curves increase and becomes steeper than a single differentiator, but not quite as steep as a double differentiator. At approximately 6 rad/s the slope of the magnitude curve reduces and above those frequencies the neuromuscular peak can be observed. For most subjects this peak is located at a slightly lower frequency (around 7 rad/s) than normally seen in tracking tasks (around 12 rad/s).

The phase of $Y_{fi+ei}$ is close to zero at lower frequencies and gradually increases to more positive values. Around 3
rad/s the phase peaks slightly above 90 degrees and then drops off to lower values. The phase curve is very consistent across subjects.

The second important observation is that the $Y_{f_t+e_y}$ curves of the subjects seem to contain some key characteristics that are also seen in the $Y_{f_t+e_y}$ curves for the feedforward models. That is, the magnitude slope is steeper than a single differentiator and the phase is clearly well above zero, which is an indication for feedforward behavior. However, the experimentally measured curves are certainly not a perfect fit to any of the feedforward model curves, which calls for further research.

**DISCUSSION**

In this paper, a helicopter pilot model for a tracking task representative of the ADS-33 lateral reposition maneuver was developed. The model consists of both a feedback loop and two feedforward paths, containing the inverse of the helicopter roll and lateral system dynamics. This model and the results of a pilot-in-the-loop experiment were used to investigate the two main objectives of this paper, being 1) to investigate by means of simulation how the performance of the pilot-helicopter system depends on the presence of feedforward behavior and 2) to identify from experimental data whether or not the human pilot indeed employs such feedforward control techniques.

By means of simulations we showed that the tracking performance depends strongly on the inclusion of the feedfor-
ward paths in a realistic control task. That is, the performance of the model including both roll and lateral feedforward is one order of magnitude better than the purely feedback model. Although the absolute performance of the model depends on the chosen numerical values of the model parameters, it is interesting to note that the best performance of all subjects in the experiment was clearly better than the modeled pure feedback performance. Obviously, a comparison based on a single performance metric is not conclusive for the underlying pilot behavior, but it does support our motivation to investigate feedforward behavior in the human pilot. That is, if a simulated pilot model is used early in the design process to predict the performance level of the helicopter it is important that the model does not grossly over or underestimate the performance.

Our second objective was to identify the hypothesized feedforward control behavior during a human-in-the-loop experiment. We found that it is impossible to directly identify the hypothesized feedforward behavior. Because the pilot is able to control on a large amount of input signals seven different control responses are to be identified; two of them are feedforward elements. Direct identification would require one to measure the commanded roll signal, $\phi_t$, which is a signal ‘internal’ to the pilot and can therefore not be measured.

Ref. 5 solved this problem by additionally presenting a roll target signal that corresponded to the presented lateral target signal $f_t$ and assuming this additional signal to be identical to the internal roll command. This assumption, however, only holds in cases where there are no disturbances on the roll motion and the pilot makes no control errors. As soon as disturbances or errors are introduced, the pilot will have to decide between tracking the roll angle needed to correct for lateral errors and tracking the explicitly presented roll target.

In this paper we took a different approach and made use of the fact that the error feedback and feedforward dynamics can be estimated in a ‘lumped’ form, designated $Y_{f_t+e_t}$, reducing the amount of unknown control elements to five, being the roll and lateral feedforward elements, the roll and lateral error feedback elements and the neuromuscular system dynamics. Then, by making assumptions on the content of three of those control elements based on control theory, human physiology and previous experiments, evidence for feedforward behavior can be collected. More precisely, the dynamics of the term $Y_{f_t+e_t}$ would contain at most one differentiator and have a zero or negative phase in case of predominantly feedback behavior. Estimated dynamics of $Y_{f_t+e_t}$ containing a steeper magnitude slope than one differentiator and a mostly positive phase response would point in the direction of feedforward control behavior. Tests by means of model simulations confirmed this approach to be feasible, after which a human-in-the-loop experiment was performed.

The $Y_{f_t+e_t}$ dynamics measured from human subjects contain characteristics similar to the $Y_{f_t+e_t}$ curves obtained from the pilot model containing feedforward, although not as clearly as one might expect. That is, the measured curves are certainly not a perfect fit to the feedforward model, but do achieve a higher magnitude slope than a single differentiator and have a clearly more positive phase response than the purely feedback model. This suggests that our proposed transfer functions for the feedforward terms are not perfect. We see this as an additional motivation for further research into helicopter pilot modeling by means of physiologically valid pilot models and human-in-the-loop experiments.

To put this study into the proper perspective, it is important to note that several modifications of the original ADS-33 lateral reposition task had to be made in order to measure the pilot control dynamics. The most radical modification is that the task was changed from a ‘free’ control task into a tracking task, exactly prescribing the lateral position of the helicopter throughout the entire maneuver. The ADS-33 specifies the lateral reposition task by prescribing the amount of distance that needs to be covered by lateral motion within a certain time. Theoretically, the maneuver can be flown in many different ways, but taking into account the stringent longitudinal, vertical and heading motion requirements the amount of ‘acceptable’ maneuver trajectories is strongly reduced. That is, in practice the pilot will attempt to keep the helicopter within a narrow range of an imaginary reference trajectory for which all requirements are met at the same time. Therefore, the tracking task is probably similar, but not exactly the same as the original task and small differences in control behavior may still be expected.

Additionally, the dynamics of the helicopter were simplified to simple linear transfer functions neglecting, amongst others, coupling and drag effects. Especially the roll dynamics were simplified considerably to make the task easier. The roll dynamics were a single integrator, where more realistic transfer function models also consider the unstable lateral phugoid, lateral sway damping and roll damping (Ref. 23). The more complex dynamics would require the pilot to also generate lead at higher frequencies in the roll loop and continuously stabilize the unstable lateral phugoid, which would not only make the task more difficult but would also affect the identification problem.

Based on the presented results and our experience with this experiment we provide the following recommendations for future research.

First, it is important to better understand the assumptions concerning the error feedback elements that need to be made to obtain evidence of feedforward behavior and to validate them by means of human-in-the-loop experiments. This validation should preferably be done simultaneously to the feedforward identification, because due to the adaptive nature of the human it is difficult to assume certain control dynamics to remain constant across different control tasks and experiments.

Furthermore, our current approach was to qualitatively compare the overall ‘shape’ of the measured $Y_{f_t+e_t}$ dynamics to the shape of the $Y_{f_t+e_t}$ dynamics of the models. It would be more objective to define a metric by which these dynamics can be compared quantitatively and to investigate which model parameters affect the similarity in particular.
Finally, it is important to investigate how the way the task is defined and presented to the pilots affect their behavior. In this study the task was presented as a tracking task in order to make use of validated system identification methods, but this does not exactly represent the ADS-33 certification task.

CONCLUSIONS
This paper investigated helicopter pilot control behavior in a tracking task resembling an ADS-33 lateral reposition task. Based on control theoretical concepts and knowledge of human physiology and perception, we hypothesized that the inclusion of an inverse system dynamics feedforward path is necessary to obtain an accurate prediction of helicopter performance. From simulations we conclude that the performance of the pilot-helicopter system is one order of magnitude better for a pilot model that includes feedforward action than for a pure feedback pilot model. It was found that the feedforward control dynamics can not be identified from experimental data directly, but that indirect evidence can be collected for the existence of feedforward action, by making reasonable assumptions on the feedback control behavior. Results from a human-in-the-loop experiment in which four subjects performed the lateral reposition task suggest evidence for the conclusion that the human pilot utilizes feedforward strategies, but does not result in a complete pilot model for this task.
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